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Abstract—Modern households are deploying Internet of Things (IoT) devices at a fast pace. The heterogeneity of these devices, which range from low-end sensors to smart TVs, make securing home IoT particularly challenging. To make matters worse, many consumer-IoT devices are hard or impossible to secure because device manufacturers fail to adopt security best practices (e.g., regular software patches). In this paper we propose a novel, cooperative system between the home gateway and the Internet Service Provider (ISP) to provide data driven security solutions for detecting and isolating IoT security attacks. Our approach is based on a combination of a large-scale view from the ISP (using powerful machine learning techniques on traffic traces), and the fine-grained view of the per-device activity from the home (using edge processing techniques) to provide efficient, yet privacy-aware IoT security services.

I. INTRODUCTION

Today we are observing an increasing rate in the introduction of connected, Internet of Things (IoT) [9] devices in our everyday life.¹ Homes and public buildings and spaces (e.g., campuses, pedestrian zones, airports) are increasingly instrumented with a variety of IoT devices that can interact with each other and/or be remotely monitored and controlled. These devices range from voice-enabled personal assistants, entertainment systems, health and well-being monitoring devices (i.e., quantified self), home automation (i.e., smart plugs and pet doors) and connected appliances, as well as monitoring equipment such as light, temperature, and humidity sensors, cameras, and motion detectors. As IoT devices are typically embedded inside the networks (i.e., continuously interacting using primary local and third party cloud-based services), they are attractive attack targets for breaking into a secure network infrastructure [6], [20], or for leaking sensitive information about users and their behaviors [2], [11], [10], [19].


The rapid development of the consumer IoT sector and the focus on time-to-market has been generally at the sacrifice of privacy and security. Many of the current devices remain vulnerable to attacks, do not receive regular updates without user intervention, or use insecure communication methods such as telnet² or HTTP-based communication. Often, device vendors and manufacturers may be unable or unwilling to release software updates that address vulnerabilities.³ A study identified more than 500,000 insecure, publicly accessible embedded networked devices [18]. Vulnerable IoT devices make home networks open to attacks or privacy leaks and make the Internet subject to large-scale Distributed Denial of Service (DDoS) attacks such as the Dyn Attack by the Mirai botnet.⁴ Providing security for the consumer IoT market will be a big challenge in the next decade.⁵

Traditional network security solutions combining static perimeter network defenses (e.g., firewalls and intrusion detection/prevention systems), with ubiquitous use of end-host based defenses (e.g., antivirus), and software patches from vendors (e.g., Patch Tuesday) [20] are challenged by the dynamic landscape of the IoT threats and the technical skills required by the end-users for maintaining secure IoT devices. An operation deep inside the network renders traditional perimeter defenses ineffective while the longevity of IoT devices implies that despite IT security best practices, several vulnerabilities (e.g., default passwords, unpatched bugs) will remain deployed long after vendors cease to produce or support them. Moreover, devices can be moved between private, communal, or public spaces. Given overlapping wireless connectivity within or across spaces, it became easier for a device on one network to inadvertently or maliciously breach the security and mismanage another device on another overlapping network [1]. The existing rule-based security measures cannot cope with unpredictability in ever-changing traffic behaviors, as IoT interactions are evolving with increasing complexity. Last but not least, end-users in the consumer IoT space often lack access to a technically skilled network administrator [8]. As the number of devices increase (even within a household), the traditional firewall and port-based monitoring approaches will

³http://krebsonsecurity.com/2016/02/iot-reality-smart-devices-dumb-defaults/
⁵https://www.incapsula.com/blog/malware-analysis-mirai-ddos-botnet.html
not be effective at mitigating the threats, while enabling the range of services and applications in the IoT ecosystem to operate flawlessly.

The complex inter-dependancies of the IoT ecosystem force the network to reemerge as the key vantage point for enforcing security policies [20]. Network-based security solutions are better suited to the scale of deployed IoT devices, the nature of Machine-to-Machine (M2M) communication, the sheer diversity of the device hardware, as well as interoperability constraints (e.g., devices of the same type but from different vendors cannot always communicate) [19]. We thus propose to move the responsibility of securing consumer IoT devices from users to a collaborative system between the network edge and the Internet Service Provider (ISP).

In this context, we propose a security system that learns and adapts to the changing environment, and reacts to unexpected events in a quick and autonomous manner, by means of collecting data, performing analytics, creating network access rules, and controlling traffic accordingly for defense. As dynamic IoT threat detection requires a close view on traffic from the users’ devices, we should employ security analytics methods that guarantee privacy of raw users’ data. Furthermore, we need to develop mechanisms that protect against a wide range of network-based attacks such as vulnerability scanning, intrusion attacks, network eavesdropping, data alteration, as well as Denial-of-Service (DoS) attacks. Given that network conditions and device behaviors can change rapidly, we need to continuously reassess and update the IoT security posture. Our overarching goal here is to create a protection system that enables secure operation of an IoT deployment despite potentially vulnerable or even compromised IoT devices.

In this paper we present SIOTOME, a cooperative architecture between the edge network and the ISP for early detection and mitigation of security vulnerabilities and threats due to IoT device misconfigurations and malicious attacks. In SIOTOME, instead of trying to secure an increasing number of heterogeneous devices, we focus on securing the network connecting them. With no communication, malicious devices cannot compromise other devices or launch attacks. We propose to design, develop, and evaluate a system that relies on the cooperation among defense mechanisms deployed at multiple layers at the network edge: the cloud, the ISP, and the home gateway. We advocate a data-driven approach to detect and isolate security threats based on a combination of large-scale view from the cloud (using machine learning techniques on traffic traces) and the fine-grained view of the per-device activity from within the home. To mitigate security breaches, SIOTOME relies on a set of defense mechanisms, for example, network isolation for limiting the attack surface, key management approaches to establish cryptographic keys between devices to provide communication secrecy and authenticity, and allowed network input and output to prevent vulnerability scanning and DDoS.

We assume that home users are independent and autonomous for protecting user’s privacy. Thus, the ISP does not know the details of devices deployed in the home. An obvious case that requires cooperation between the edge and the ISP is when identifying an infected device in the home. When the ISP detects a suspicious communication originated from a certain home, the ISP can only tell the home gateway about the threat information and its signature for detection. Then, it is the home gateway that identifies the device using the provided signature, and notifies the user along with augmented device information such as model and installation date extracted from the home-internal device registry.

II. SYSTEM FRAMEWORK

Building up on existing network-based intrusion detection and security systems, which focus on defending a single domain/service with rule-based approaches, SIOTOME leverages data from a large number of domains to learn from the environment to identify attack signals so that it can react more quickly and effectively to emerging threats. A domain in SIOTOME can be an individual home network, a cloud provider, or an individual ISP network (the traditional definition of Autonomous System in Internet routing). As shown in Fig. 1, SIOTOME has two high-level types of domains: SIOTOME/edge and SIOTOME/cloud.

Inside the user’s home, we find the following components:

- The home gateway provides network connectivity to the access ISP and enforces local connectivity under the control of the home controller.

- The home controller is responsible to observe network traffic to monitor the behavior of IoT devices. It can also run active probing tests to profile devices. The home controller can be hosted in the home gateway or in a separate device that is directly connected to the gateway.

- The edge data collector is responsible to observe network traffic to monitor the behavior of IoT devices and identify threats and attacks. Upon the detection of a threat, it will notify the home controller. It also shares relevant information with SIOTOME/cloud after applying privacy-preserving data modifications.

- The edge controller is responsible for configuring the home gateway to steer local network traffic: among devices in the home as well as with the outside world. The edge controller contains an SDN controller for fine-grained control of network traffic from/to connected devices in the home, as well as additional management functions. Examples of management functions include simple mechanisms to create small groups of devices (similar to Virtual LANs but more convenient for IoT devices and easier to handle for users), and also all classical control and management functions in the home, e.g., DHCP, firewall, user management. It is responsible for applying specific countermeasures to protect users’ security and privacy. The home controller functionality can also be offloaded to SIOTOME/cloud when needed as equipment in user’s homes may have limited resources.

SIOTOME/cloud hosts the following components of the system:

---

7The word “siotome” is taken from a Japanese medieval word, a water pool for protecting city canals from tidal influences.
• The Cloud collector is the software system that collects reports from home collectors as well as performs additional monitoring at the ISP level (when SIOTOME/cloud is running in the ISP), so it can observe malicious patterns that span several customers.

• The Cloud analyzer is similar to the edge analyzer in that it analyzes network traffic to identify threats. The methods running in the cloud analyzer benefit from the large volume of data coming from multiple homes and ISP traffic. It is responsible for collecting the device profiles learned across homes into a central database as well as for populating this database with signatures of attacks it discovers or learns from edge analyzers.

• The Cloud controller is an SDN controller that can steer local network traffic at the ISP level and trigger countermeasures to the threats identified by the cloud analyzer.

• The cross-domain controller steers traffic between domains. It can make a destination reachable from only a subset of sources or ensure that outgoing traffic stays within a selected network region.

• The secure communication component maintains secure communication between various SIOTOME components.

SIOTOME allows for delegating parts of such security functionality from the cloud to the edge, enabled by a common framework called SIOTOME/cloud and SIOTOME/edge. It aims to balance local learning/defense and global learning/defense, and to quickly propagate detected threat information among users. The SIOTOME/edge in a user’s home adapts to individual user environments, and provides front-end defense mechanisms close to IoT devices. It also preserves user privacy by processing sensitive data locally without exposing them to a third-party [5]. We rely on the home gateway architectures such as the Databox system [14], where privacy-preserving IoT and sensor data analytics can be performed using containerized libraries and isolated data sources, while minimizing the risk of sensitive inferences from third parties and the ISP [13], [12]. Collaborative and hybrid machine learning frameworks have recently been developed, leveraging edge processing to aid in preserving privacy, and increasing the resource efficiency of IoT systems [7], [16].

The SIOTOME/cloud in the access ISP has a more global view by collecting and analyzing data from a large number of customers, as well as exchanging knowledge information with SIOTOME/clouds in other ISPs. It also provides backend defense mechanisms for isolating individual customers and for cross-domain communications. The SIOTOME/cloud and SIOTOME/edge can run the same set of security primitives, although the edge has only limited resources. A specific security service is composed by chaining security primitives; each security primitive can be dynamically created, deleted, or migrated between the SIOTOME/cloud and the SIOTOME/edge.

Finally, SIOTOME makes extensive use of network slicing for isolating IoT device communications; devices are grouped by attributes and observed behaviors, and then, assigned to a network slice with a specific security policy. SIOTOME will rely on intra- and cross-domain network environments that only permit approved network communications, which we call permissioned network input and output. Intra-domain mechanisms will rely on a technique called SDN-based home network steering that whitelists communication between groups of devices and devices and external entities (i.e., websites) in network-isolated slices, leveraging the Majord’Home platform [3], [4]. For cross-domain mechanisms, we plan to leverage the SCION secure Internet architecture [17], an
inter-domain architecture that provides source-controlled path selection, multipath operation, and DoS defenses. For intra-domain, cross-domain and edge-to-cloud coordination, secure communication mechanism is essential. SIOTOME plan to make use of blockchain as a secure broadcast channel based on [15].

### III. Future Direction

In this paper we proposed SIOTOME, an architecture for a collaborative, privacy-preserving analytics architecture between the edge of the network and an ISP, to provide a first step security defense against distributed attacks by compromised IoT devices. As the first step towards realizing this vision, we are evaluating the interactive behavior of a number of IoT devices to advance our understanding of IoT security threats in the wild. Understanding these interactions and network utilization profiles allows us to train machine learning models and establish optimal operational configurations between the edge and the cloud.

SIOTOME is inspired by the vision to make IoT security analysis, threat detection, and defenses intuitive and effective for the non-expert users at the home environment. Our ambition is to build a service where data and inferences from the edge are combined with the insights gained from the cloud to provide a coherent system for early detection of security threats and take autonomous action, and consequently alert the user and the ISP. Most importantly, privacy-preserving inferences of the normal device behavior and network characteristics, and cooperative sharing of this knowledge in combination with the ISP traffic characterization, allows SIOTOME to monitor an IoT network, providing user security and privacy, despite potentially vulnerable or compromised devices.
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